SCALABLE ARC TO WARC MIGRATION
with Quality Assurance

ARC

Concept Workflow

ARC to WARC Conversion

CDX Index Creation

4

_Ij » WAYBACK jl Render in WAYBACK

P 4
@ @ Take Snapshots

vy 3

Compare Snapshots

14

12 /

Scalability and Performance ) .

Tools in

Throughput (GB/min)
<

— Scalable i /
Concept - Workflow :
Workflow 2

Number of processed ARC-files —+—-ToMaR -=-ToMaR w.

TIKA
Master node: CPU: 2x2.40GHz Quadcore CPU (16 HyperThreading cores); RAM: 24GB; NIC: GBit Ethernet; DISK: 3x1TB DISKSs; configured as RAID5 (redundancy); 2TB effective disk space

Worker nodes: CPU: 1x2.53GHz Quadcore CPU (8 HyperThreading cores); RAM: 16GB; NIC: GBit Ethernet; DISK: 2x1TB DISKs; configured as RAIDO (performance); 2TB effective disk space
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